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ABSTRACT
In this paper, we present a new visual block-based programming
system designed for children to process, analyze, and visualize data.
We introduce the system and describe how it was used during a
series of 7 workshops with 27 children. During the workshops,
children played the role of investigators and followed a storyline
as part of the system to conduct data analyses to help the story’s
protagonist locate a missing family member. We present our find-
ings as a framework of computational data literacy that builds on
the dimensions of Computational Thinking proposed by Brennan
and Resnick [8], with a focus on aspects that are specific to using
programming for data processing, analysis, and visualization. We
conclude with a series of recommendations for future designers of
systems to support the development of computational data literacy.

CCS CONCEPTS
• Social and professional topics → Computing literacy; •
Human-centered computing→ Visualization toolkits.
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1 INTRODUCTION
Being able to make sense of our world through data has become
an increasingly important ability. Significant interest has emerged
in approaches that could support the development of this abil-
ity in middle- and high-school-aged young people [30, 42]. Often
referred to as data literacy, a key requirement of this skill is to
become familiar with practices around data, such as reading data,
working with data, analyzing data, and arguing with data [18]. A
subset of these practices is often realized through computational
means, commonly by writing computer programs. For example,
analyzing a large dataset typically involves writing a program to
filter and reshape the data, which can then be used as input for
another bespoke program that generates a visualization. Compared
to pre-programmed tools (e.g., Microsoft Excel) for data processing,
programming with data offers a wider array of possibilities (e.g.,
new forms of data visualization) [12, 24]. Although programming
with data is a practice seen primarily among professionals (e.g.,
professional data analysts) [27, 29], recent discussions of democ-
ratizing data science call for everyone, including young people,
to learn computational skills that support asking and answering
questions with data [24].

This paper showcases our attempt to bring the power of program-
ming with data to children. We focus on the computational aspects
of data literacy, which we refer to using the term computational
data literacy [56]. We first introduce Dataland, a visual block-based
programming system designed for young people that focuses on
data analysis and visualizations situated in story contexts. We de-
scribe the system and then report on workshops where children
used the programming system and played the role of an investigator
to conduct a series of data analyses in order to help the story’s pro-
tagonist locate a missing family member. We build on Brennan and
Resnick’s [8] framework of Computational Thinking and present
our findings as a framework for studying computational data lit-
eracy. We conclude with a discussion of our findings, including
recommendations for future designers of systems to support the
development of computational data literacy. Our contributions are
as follows.

• A visual block-based programming system to analyze and
visualize data in the context of narrative storylines.
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• Empirical findings from workshops where young people
used the system.

• An extension of an existing framework that presents compu-
tational data literacy in terms of three distinct dimensions—
concepts, practices, and perspectives.

• Recommendations for future designers of systems that sup-
port the development of computational data literacy.

2 RELATEDWORK
2.1 Computational data literacy: youth data

literacy and computational thinking
In today’s data-driven world, the ability to understand and use data
has become crucial not only for professional data scientists but also
for everyday people [16, 24]. Argued by many to be a new form
of literacy, data literacy has been brought up as an essential skill
that young people should acquire [30]. Existing scholarly work
has explored and proposed different dimensions of data literacy.
Many agree that data literacy for young people includes the ability
to read data (e.g., understanding what a dataset represents), work
with data (e.g., cleaning a dataset), analyze data (e.g., filtering data),
and argue with data (e.g., visualizing data to support a claim) [18,
47]. Data science education research also emphasizes the ability to
understand the context and human factors that affect data collection
and analysis, as well as to aggregate, visualize, and make inferences
with data [42]. Additionally, increasing attention has been paid
to the critical aspects of data literacy, (e.g., the ability to decipher
how data is created) [17, 20, 51], as well as the skills to access and
interpret data through the lens of community and social impact
[19, 23, 35].

Certain aspects of data literacy are associated with the learner’s
ability to program with data. For example, one can write programs
to efficiently and reliably sort, filter, clean, join, and make meaning-
ful visualizations of large and complex datasets [50]. In this paper,
we focus on programming with data, and in order to differentiate
this from broader data literacy that may not involve programming,
drawing from Yalcinkaya et al. [56], we call the ability to work
with data through programming computational data literacy. Apart
from data literacy, computational data literacy also connects to the
broader notion of Computational Thinking (CT), the ability to solve
problems “by drawing on the concepts fundamental to computer
science. [53, p. 33]” CT has been studied and theorized extensively.
For example, Brennan and Resnick [8] offer a well-known frame-
work for CT that decomposes it into a series of concepts such as
sequences, loops, and conditionals; practices such as testing, debug-
ging, and abstracting; and perspectives of what CT enables, such
as expressing oneself, connecting with others, and questioning
technology. In more recent work that is closer to our topic, Basu
et al. [2] identifies a set of “focal knowledge, skills, and abilities” for
assessing the concept of “Data and Analysis” as defined by another
CT framework [37], and Berikan and Özdemir [4] highlighted that
“problem solving with datasets” as a key implementation of CT. Our
work builds on these prior works and contributes a complementary
series of concepts, practices, and perspectives that are unique to
computational data literacy.

2.2 Designing systems and scaffolds to foster
computational data literacy in children

In recent years, a number of systems and scaffolds that engage
young people in analyzing and visualizing data have emerged. For
example, the Quantified Self movement—a global trend where sen-
sors onmobile and wearable technologies are used to collect data on
one’s own everyday activities—has been seen as a rich environment
for learning with and about data [31]. The Common Online Data
Analysis Platform (CODAP) [21] system allows students of grades
6–12 to access and explore data from a wide variety of sources.
Dasgupta and Hill [12] designed Scratch Community Blocks, a sys-
tem built on top of the Scratch programming environment and
the online community [40] that allowed members of the Scratch
community to programmatically access, analyze, and visualize their
own activities in the community. In addition to inventing novel sys-
tems, researchers have also been developing toolkits, curricula, and
community activities that support youth data literacy. Examples
include real-world datasets prepared for a variety of educational
contexts [1], as well as classroom and outreach activities devel-
oped to engage students and community members in recognizing
bias and complexity in data and producing data artifacts for social
impact [6, 13, 14, 18].

Despite the pluralism in data literacy tools, few systems specifi-
cally support computational data literacy in youth or directly sup-
port young people with limited programming experience to effec-
tively program with data. While Scratch Community Blocks [12]
allowed children to program with data using visual blocks, the
data was limited to those of their activities in Scratch and the pro-
gramming grammar and conventions were constrained to that of
Scratch. Building on prior work and to explore the design space
with fewer constraints, we present our design that supports youth
computational data literacy. We draw design guidance from princi-
ples of Constructionism, a framework that has been widely used to
design systems that support the learning of mathematical knowl-
edge and programming skills [26, 36]. Following the Construction-
ist principles of “low floors” for novice entry, “high ceilings” for
enabling advanced possibilities, and “wide walls” for exploration
[39], we designed a visual block-based programming system called
Dataland that offers several built-in data query and visualization
programming primitives. Inspired by prior work that recognizes
the importance of situating data analysis within a broader narrative
context [10, 31, 38, 43], we implement data stories in Dataland that
position users in a personally engaging narrative.

3 SYSTEM DESIGN
Dataland is presented through a “storyline,” (Figure 1b) a web-based
interface that tells a data story (described in §3.2). Throughout the
storyline are several instances of code editors (shown in Figure 1a),
where users can work on block-based programming projects. In
this section, we describe the code editor and the storyline interface.
Readers can access the code editor on our project website, https:
//learning-with-data.github.io/.

3.1 Language design: Vocabulary and grammar
The Dataland code editor contains four main components: 1) a
block palette containing all the programming blocks; 2) a coding
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1 2

3

4
(a) The Dataland code editor user interface with the un-expanded block palette 1○, the
coding area 2○, the data visualization area 3○, and the data table 4○

(b) The storyline interface showing the editor
embedded within the narrative text.

Figure 1: The Dataland code editor and story interface.

area where users can program by dragging and dropping blocks; 3)
a panel that shows visualization created by code and the dataset
in the data table; and 4) a view of a data table that can be pre-
populated or imported from a CSV file and edited (via code or the
“Add column” button) by a user. The visualization system of the
editor is implemented through Vega-Lite [44] and Leaflet.js [48],
and the block-based editor is implemented through the Blockly
framework [22]. In Figure 1a and the rest of this section, we use
the Palmer Penguins dataset [25] for illustrative purposes.

InDataland, the programming blocks are the primitives that form
the vocabulary of the programming language. In a way similar to
how text is constructed with the vocabulary of a natural language,
children who use Dataland will compose these primitives to create
programs. The design of the Dataland programming blocks follows
principles in constructionist learning theories, where the choice of
these building blocks “determines, to a large extent, what ideas users
can explore with the kit—and what ideas remain hidden from view”
[41, p. 119]. We adopted much of the design of basic programming
blocks (e.g., mathematical operations, conditions, loop) from the
design of the Scratch programming blocks [34, 40] and added new
blocks that are specific for data analysis. In this section, we focus
on aspects of the language design that are unique to Dataland.
Along with individual blocks (which represent the vocabulary of
the language), we also provide an overview of the grammar—the
rules that govern how the blocks can be composed. Drawing from
Resnick and Silverman [41], especially the principle of “inventing
things that you would want to use yourself,” the starting point of
these design features are our experiences of working and educating
with, as well as designing existing data programming systems and
platforms.

3.1.1 Navigating data table and accessing data. A fundamental re-
quirement for any data programming system is to allow for ac-
cessing or reading data. Data is imported into Dataland through
a user-interface gesture (a button click) or can be predefined in a
storyline. After that, users can interact with imported data through

A C

B

D

Figure 2: Blocks for accessing data: the Data access block
with column drop-down (A); Block to set value in a row (B);
Reporter block that returns total number of rows (C); Blocks
for selecting data rows (D).

programming. Following the design principles of “making execu-
tion visible” and “making data concrete” from Scratch [34], during
Dataland’s program runtime, a specific row is always in a selected
state in the data table, and any changes in row selection and cell
values are reflected in real time.

For programmatic access, we designed a set of unique data blocks
(Figure 2). To change row selection, users will need the select
next row or select row # _ block (Figure 2 D). To access specific
value from a row, the _↓ of selected row “reporter” block has
a drop-down menu (indicated with the ↓ symbol) with a list of
column names (Figure 2 A). This reported value can then act as an
argument or input for another block (e.g., a mathematical operation
block). Finally, a number of rows reporter block allows users to set
up loops (Figure 2 C) to traverse the entire set of rows. In addition
to access, users can also set specific values within a row with the
set _↓ of selected row to _ block (Figure 2 B). If a new column
is needed (e.g., a derivative column), it can be added via a button
click on the user interface.

3.1.2 Filtering. Filtering data in Dataland is made possible by the
filter block that we designed. Filtering data is a common data
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B

   A

(a) Blocks for filtering data: the filter block (A); filter block with two
predicates and a Boolean operator (B).

B

   A

(b) Block for aggregating data and temporary results on the data
table view: the group by block (A); The state of the data table view
when the group by block is running (B).

Figure 3: Filter and aggregation blocks.

analysis task that, at the conceptual level, builds on logical true-
false predicates combined with Boolean operators, resulting in data
transformations (e.g., a subset of the original table being returned).
We designed the filter block as a c-shaped block, or “c-block”,
which is usually used to indicate contexts where temporary op-
erations on the filtered data might take place. We further added
labels “filter . . . ” and “unfilter“ at the top and bottom of the block
to suggest that the original dataset will be restored after the opera-
tions on the filtered data are complete (Figure 3a A). In addition,
since it is common in data analysis tasks to specify variable-length
conditions for filtering, combined with Boolean operators (e.g.,
𝑠𝑝𝑒𝑐𝑖𝑒𝑠 == 𝐺𝑒𝑛𝑡𝑜𝑜 𝐴𝑁𝐷 𝑏𝑜𝑑𝑦_𝑚𝑎𝑠𝑠 > 3500), our design allows
multiple predicates in the filter block (Figure 3a B). With this
design, users can start with a single condition and later add an-
other condition by clicking on a ⊕ button that would expand the
block to include an additional condition, and combine the two with
a Boolean operator. For simplicity, in our prototype, we have re-
stricted the block to two conditions at most. Filter c-blocks can
be nested if required, offering an alternative way of specifying
additional predicates for filtering.

3.1.3 Aggregation. Aggregation, or grouping, is another common
task associated with data analysis. We follow a model similar to
filtering as described above. A c-block (Figure 3b A) allows the
Dataland user to specify the variable to group by and also the
variable to apply the aggregate function on. Aggregate functions,
including count, count unique, maximum, minimum, mean, median,
mode, and sum, can be chosen from the drop-down menu. Inside the

c-block, code blocks can access the group and the corresponding
aggregation result. For example, Figure 1a shows how the group
by block may be used to create a visualization of grouped data. As
with the filter block, the visual representation of the data table
is updated to show the grouped data when the group by block
is executing (Figure 3b B), and an “ungroup” label is added to the
bottom of the c-block to indicate that the operation is temporary.

3.1.4 Visualization. Data visualization is one of the major ways for
data analysts to communicate their findings and conclusions, and
it is also a crucial tool for exploring datasets and finding potential
relations among variables or data columns. Dataland supports a
set of “canonical plots”: the standard and commonly used types
of Cartesian plots that include scatter plots, line plots, and bar
plots. To design visualization code blocks, we followed Wilkinson’s
grammar of graphics [52] and Vega-Lite [44] specifications closely
(Figure 4) to have atomic functions, with fewer blanks for users
to fill in. We have also simplified Wilkinson’s plotting process by
hiding and automating certain steps [52, p. 39]. Here again, we are
working with two of the design principles suggested by Resnick
and Silverman: that we should keep the floor low for novices, while
finding the simplest way to do the most complex things [41, p. 119].
Figure 4a demonstrates how columns in a dataset (attributes of the
data) are coded for visualization, and Figure 4b shows the result.

In addition to blocks for canonical data visualizations, Dataland
also supports plotting on geographical maps. The process is similar,
but partly due to technological constraints and partly to keep the
number of blocks being presented to learners minimal, blocks for
map-based visualizations are available in a separate version of the
editor.

3.2 Storyline
Computational projects by young people (e.g., in Scratch) are often
in the genre of games, animations, interactive stories, etc. Works in
these genres usually stand alone in our culture (e.g., we come across
games as standalone cultural objects), whereas computational data
analysis projects usually are encountered within a broader context
(e.g., as a part of a newspaper report). This prompted us to con-
sider the importance of embedding data analysis projects within
story-like broader contexts. As a result, a computational notebook-
inspired [28] story-based interface (referred as “storyline”) was
created for users of Dataland to research and analyze data to find
answers (Figure 1b). Following the storyline, we expected that
learners will explore data, gain insights by filtering and cleaning
data, produce data visualizations, and interpret their findings—all
essential skills for building data literacy.

We developed 3 storylines, which we refer to as “Penguin A”,
“Penguin B”, and “Poodle” in this paper. We developed “Penguin
A” as the initial story for our system, and “Penguin B” is a close
derivative of “Penguin A” that we developed based on feedback
and observations from our first series of workshops. We developed
“Poodle” based on our insights from the earlier workshop series and
also made it locally relevant to our research setting, for example,
by incorporating references to neighborhoods and landmarks in
the city where we conducted our workshops.
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(a) Sample visualization code.

(b) Result of running sample code.

Figure 4: Visualizing data with Dataland

Penguin A and B were developed around the tale of a traveling
penguin who is searching for their missing cousin after a snow-
storm, while Poodle centers on a young boy and his missing dog.
For both stories, the learner using Dataland would take on the role
of a researcher assisting in the search. Penguin A and B are based
on the Palmer Islands penguin dataset [25], and Poodle is based
on a public-domain children’s storybook by Mabel Stryker [45]
and uses data sourced from a combination of Seattle and Austin
open data portals. For all the stories, we had to add some synthetic
data (e.g., new columns) to the original datasets to incorporate the
computational data literacy concepts that we aimed to cover.

Each story was structured as a set of interconnected puzzles,
with each puzzle being a data analysis task that could be done
with a Dataland program. For designing the tasks, we drew inspira-
tion from Sahaj Path—a primer for the Bengali language, written
by Rabindranath Tagore [46]. Each short story or poem in Sahaj
Path emphasizes a specific alphabet, and we followed this approach
by designing each task to focus on one or two data literacy con-
cepts (e.g., filtering). The text of our storylines can be found in the
supplemental material of this paper.

4 USER STUDIES: DATALAND WORKSHOPS
4.1 Workshop and participants
We ran a total of 7 research workshops in 2022 with 27 participants
(referred to as P1 to P27) in total. There were 9, 7, 1, 4, 2, 3, 4 partic-
ipants who participated in the workshops on May 14th, May 15th,
June 4th, June 5th, November 9th, November 12th, and November
13th, respectively. Most of the participants only attended one work-
shop, with the exception of P9, P3, and P12. P9 attended both of the
May workshops that used the Penguin A storyline, and P3 and P12
who each attended a May workshop and a June workshop. We used
the Penguin A storyline (see §3.2) in the first 2 workshops in May
(with P1, P3, P5 - P17), the Penguin B storyline in 2 workshops in
June (with P2 - P4, P12, and P18), and the Poodle storyline in the
remaining 3 workshops in November (with P19 - P27).

All the workshops were hosted on a weekend morning or a week-
day evening at our institute and lasted around 3.5 hours. During
the workshop, participants were instructed to interact with the
Dataland system to follow a storyline to conduct data analysis. Re-
searchers in our team facilitated the workshops, taking field notes,
and asking questions to participants. At the end of each workshop,
participants were given the option to participate in an interview,
where they reflected on their experience using Dataland and work-
ing with data. Details on the profile of our participants, how we
selected the participants, and howwe engaged with the participants
in the workshops can be found in §8.

4.2 Data and Analysis
The field notes and interviews were transcribed by the workshop
facilitators. A total of 27 entries of field notes and 24 interviews
were collected from the 7 workshops. The duration of the interviews
ranged from 5 to 25 minutes, with an average duration of 11 1/2
minutes. We collected a total of 90 pages of field notes.

We followed a thematic analysis procedure [7] to analyze field
notes and interview data. Three researchers who had facilitated
workshops first independently annotated lines of interview tran-
scripts and field notes with notes for possible themes. This round of
coding was guided by the structure of the Computational Thinking
framework by Brennan and Resnick [8] and focused on construct-
ing themes that fell in the categories of “concepts”, “practices”,
and “perspectives”. The research team then discussed the codes,
identified common themes, reached a consensus on the codes, and
collaboratively constructed a codebook. The researchers then re-
conducted two additional rounds of coding to iteratively merge
and synthesize a final set of themes, which are presented in the
following section.

5 FINDINGS
In this section we report our findings as a framework for studying
and developing computational data literacy, following the categori-
cal structure of Computational Thinking proposed by Brennan and
Resnick [8]—concepts, practices, and perspectives. At a fundamen-
tal level, participants in our studies were writing computer pro-
grams in a language that shared some characteristics with Scratch,
and hence engaged with at least a subset of Brennan and Resnick’s
concepts, practices, and perspectives. However, in this section, we
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focus on aspects of these dimensions that go beyond what has
already been described by Brennan and Resnick and are more spe-
cific to computational data literacy. Building on evidence from our
Dataland workshops, our framework describes the new concepts
(CO), practices (PR), and perspectives (PE) that learners can
learn through programming with data, and we list and define them
as follows.

5.1 Concepts
In this section, we present several of the key concepts of computa-
tional data literacy that we observed from the Dataland workshops,
including CO1: Filtering, CO2: Aggregation, CO3: Variables, CO4:
Statistical Concepts, and CO5: Visualizations. In particular, we fo-
cus on how participants achieved understanding of these concepts
and the underlying mechanisms through engaging with Dataland
in our workshops.

5.1.1 CO1: Filtering. One of the most important concepts that
participants learned about using Dataland is filtering—narrowing
down a given dataset based on one or more conditions. Following
a given data story, participants applied the filter block on the
dataset to make visualizations and solve problems. In this process,
participants were able to reach a practical understanding of how
filtering data works.

Many aspects of the design ofDataland helped participants figure
out how filtering data works. The c-shaped design of the filter
block offered visual suggestions that data would be filtered “inside”
the block and would be “given back” once the program finished
running inside the block:

“At the bottom, as in was like it’s shaped like a C,
right? And everything that is inside the C happens
when it applies. And everything that is on the bottom
of the C happens when it doesn’t apply.” (P19)

Additionally, being able to see in real time how the execution
of the program would impact the data table helped participants
understand filtering. For example, P21 made a program that con-
tained a filter block. In order to figure out how filtering worked,
P21 looked at the data table while the program was being executed.
They1 observed that once the program entered the filter, the data
table will switch to the filtered version that contained fewer rows,
and switched back once the execution finished. They thus realized
that the code inside a filter block ran on the filtered dataset.

However, a challenging aspect of filtering for participants was
understanding that filtering would not permanently change the
original dataset. Initially, many participants expressed concerns and
were cautious about getting their datasets altered by the filter
block, despite multiple design choices to alleviate that impression.
We believe that additional instruction and explanation would be
needed to explain that the filter operation is temporary.

Most participants were also able to use the ⊕ button or stack
filter blocks together to add additional conditions when filtering
data. They were able to understand the Boolean operators between
conditions. For example, P25 explained the relationship between
1As we did not collect information on the participants’ pronouns, we use the gender-
neutral pronoun “they/them” while reporting the findings.

two conditions in a filter: “‘and’ is considering both parts, and ‘or’
is either parts.”

5.1.2 CO2: Aggregation. Another important and complex concept
that Dataland offers to teach was aggregation—grouping data based
on certain categorical attributes and then performing operations
on the groups. At first, many participants did not understand what
the group by block was and were confused about what the output
of aggregation would look like. For example, based on the name
of the block, some participants initially guessed that it would help
them sort data into groups: “I thought it would like put things into
categories. But I don’t think it does that.” (P19) Through playing
with the group by block and plotting data, participants were able
to gradually realize key underlying concepts. Participants explained
aggregation in their own words:

“I would say that the first [drop-down in the group by
block] is like, what kind of groups you’re separating
it into, and then the last one is how you want it done—
do you want it just the maximums, the means, the
sums, [or] the counts? ” (P14)
“group by is [to] find the types in a variable and set
_ to _ is to do the math on a single column.” (P24)

Participants later reflected on what made aggregation confusing.
Many pointed to the design of the group by block. For example,
P14 thought “there were too many options” in the block. P24 further
pointed out that the first two entries in the block both being drop-
down menus could be a source of confusion, since users might not
understand the different roles played by the columns selected from
the drop-down menus. Participants also brainstormed about how
to improve the group by block to make it more straightforward.
For example, P3 thought about changing the grammar: “instead of
saying like, group by _, set _ to _, it can be like, find the
minimum of this particular category of each, and then whichever
you’re grouping by.”

5.1.3 CO3: Variables. Participants also learned to use the concept
of variable to store results and facilitate operations on data in our
workshop2. One salient example was the storyline tasks that ask
users to count the number of items that fit certain conditions. To
do this task, participants needed to understand how to create a
variable and use the set variable block to assign a value to it.
Most participants were able to successfully learn to count using
variables and understand the concept of variables despite initial
challenges.

For example, P12 made a program that used the filter block,
the number of rows block, and variables to count the number of
penguins that fit certain conditions in the Penguin dataset. They
explained the process of using variables to count data as: “the set
block sets the variable that I made to whatever numbers it is, in
this case is the number of rows of Adelie [penguins] and those
smaller than 4500 grams.” In another instance, P4 made a loop to
solve a similar counting problem and in this process, they learned
about variable initialization and increment: they first created a
variable called Adelie_count, set it to 0 using the set variable
block, then used the repeat block to create a loop. P4 explained this
2The Brennan and Resnick framework covers variables—in this paper, we highlight a
few data literacy specific aspects of the concept of variables.
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program that they created as “each time it increases, I will increase
Adelie_count by one.”

In cases like these, participants not only learned about assigning
values to variables, but also understood the nature of variables as a
place to store values that could dynamically change. An important
aspect to note here is that the repeat-based approach adopted by
P4 does use the number of rows block as input for repeat, so P4
was certainly aware of the existence of that particular block. Even
then, P4 added what was essentially redundant code to count the
rows by incrementing the variable. This suggests that, for learners
to understand the idea of operating on entire datasets, (described
in §5.2.1) instructors may need to provide more active support.

5.1.4 CO4: Statistical concepts. Participants learned to apply sta-
tistical concepts when working with data. Although Dataland did
not explicitly teach any statistical concepts to its users, some statis-
tical concepts were embedded in the activities. Participants were
exposed to statistical concepts as they went through the storyline
and worked on the problems. In this process, they were able to em-
pirically construct their own understanding of particular statistical
concepts, such as types (categorical, numerical, etc.) and statistical
operations (mean, median, etc.).

For example, the column containing age data in the Poodle
dataset was not numerical, with values such as “7 years”, “8 years”.
After a few attempts to use the filter block to filter ages that were
lower than 7, P22 realized that the data in the age column were not
numerical whereas they were putting a number into the filter
block: “The data presents the age as a number and a word, so you
can’t really compare it [with a number].” (P22)

Another example is when P25 was calculating the mean weight
of each breed of Poodle. P25 was initially confused about how
to approach this question, and after discussion with a workshop
facilitator, P25 realized that the mean equaled to the average, which
was the sum of the data divided by the total number of data points.
P25 then proceeded to implement a program that added all the
weights by looping through all rows, stored the value in a variable
called Total, and then divided Total by the number of rows.

5.1.5 CO5. Visualizations. Participants learned about creating and
reading different visualizations in Dataland workshops. Most had
never made visualizations before the workshop and therefore found
the task unfamiliar and challenging at first. Nevertheless, towards
the end, they were able to successfully create plots using the visu-
alization blocks.

For example, P3 thought it was challenging to “figure out how the
visualization works and how to actually visualize the stuff I want...
what I’m supposed to set what to create the specific visualizations.”
In many cases, workshop facilitators stepped in and discussed the
different plot types (in the case of our workshops, the bar plot and
the scatter plot) and parameters. Participants then experimented
with the visualization blocks before successfully making the plots.

We also observed participants experimenting with visualization
blocks in different orders and combinations and learning about
mechanisms in visualizations in the process. For instance, when
trying to plot filtered data, P12 played with the order of the set x
to _ block, set y to _ block, and a filter block. When asked
why they eventually decided to place the set x to _ block and

set y to _ inside the filter block, P12 explained that “because
[otherwise] it will be plotted before the filter.”

With the designed activities in the storyline and interactive
visualization panels, participants were able to read and make mean-
ingful interpretations on visualizations. For instance, working with
the Penguin B storyline, we observed that P2 first plotted the flipper
length and weight of different penguin species in different colors,
then filtered for the Adelie and Chinstrap species and plotted again.
P2 explained their thought process: “Because the cousin is small,
and the Adelie and Chinstrap are the smaller ones. I plotted these
two only to see [more clearly] which one is smaller.”

5.2 Practices
In this section, we outline several key practices of computational
data literacy that we identified from our data, including PR1: Con-
ducting operations on entire datasets; PR2: Processing data and
using the results; PR3: Tinkering with data and code; PR4: Cross-
checking data and debugging with data; and PR5: Iterating on data
presentation. We describe the various practices that participants
demonstrated while working with data in Dataland.

5.2.1 PR1: Conducting operations on entire datasets. One impor-
tant practice that participants developed using Dataland was to
operate on the entire datasets all at once. While many participants
were familiar with iteration and loops from previous experience of
programming languages like Scratch, most of the participants had
never been exposed to dataset-wide operations and would initially
approach problems with loop programs.

The introduction of dataset-level operations was eye-opening
for many participants, as said by P21, “do I not have to read through
each row to plot the data [when filtering]?” P3 appreciated the
filter block to allow them working with data in batches, so that
they could increase the efficiency of their code: “I’m trying to figure
out which piece I needed to use, how it could most effective, how
I could deal with a specific process in the least amount of blocks.”
Participants also reflected on when to use batch operations versus
when to iterate through data. For example, P24 compared filter
and if-else: “Filter is getting all data and filter out in the dataset,
if else is to get the specific thing...if else is, for those in the filter,
you do the specifics and assign values.” Similarly, P19 summarized
filter as an operation that “takes your dataset:” “If-else is if this is
true than this, but filter is like, for all that this is true, do this.”

5.2.2 PR2: Processing data and using the results. Participants
showed the practice of processing data, for example, adding new
data to and manipulating row and columns in the data table. Rather
than using pre-processed data for visualizations, Dataland allows
users to develop the practice of processing data first. In our sto-
rylines, participants were guided to process the data in ways that
were helpful to solve the problems that they were presented with.
For example, P25 explained what they did to add a column for
Poodle types: “I looped through all the Poodles, see if it fits any of
the conditions, then set the value, then go to the next one.” Once
finishing processing data, it was common for participants to save
the updated data table and upload it to an empty editor to analyze
and plot the new data.
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In addition to following the storylines, some participants also
spontaneously added columns and data values as an intermediate
step in solving the problems. For example, P24 created columns to
store the total number of Poodles as a step towards creating a bar
plot; P5 created columns to store the temperature of each year when
working on a prediction problem. P26 suggested a new feature in
Dataland that could “filter out the blanks” to clean up the missing
values as part of data processing.

5.2.3 PR3: Tinkering with data and code. Participants demonstrated
the practice of tinkering with data, that is, working with data in trial
and error and constructing knowledge about data and operations
in the process. Like any other visual block-based programming
system,Dataland allows users to easily tinker with their programs—
however, in this case, the tinkering was with both data and code.
During programming, workshop participants tended to check the
data table, store outputs in variables, or make plots to see the results
as part of the trial-and-error process. For example, when using the
group by block, P24 was not sure what set _ to unique count
was. They used this block on a Poodle type and got 30 as a result.
They were initially surprised because, from a previous task, they
already found the count of the same Poodle type to be 87. Then
they realized that “multiple dogs can have the same weight and it
is counting thing[s] with the same value as 1,” thus understanding
how group by worked through tinkering.

5.2.4 PR4: Cross-checking and debugging with data. We observed
many participants engage in the practice of cross-checking data
and debugging with it. With the data table right by the side of the
editing window, participants were able to refer to the data table
after getting results or plots from the analysis to verify the results
and spot any bugs. For instance, P24 created and ran a program
to fill data into a new column based on certain conditions. When
checking the newly added column, they found that only the first
three rows were filled in. They initially tried to guess the reason
as “the if else block does not take doubles.” But when checking
the dataset again on the three rows that were filled, they found
that some of them did have decimals. After the help of a workshop
facilitator, they finally found out that there was a missing select
next block and their loop was “stuck at the first round.”

5.2.5 PR5: Iterating on data presentation. We observed that partici-
pants were able to iteratively fine-tune the presentation of data to
effectively communicate ideas. They would adjust their visualiza-
tions to better represent their data, such as selecting which part of
the data being plotted.

For example, P22 filtered the weight and height of Poodles to
a particular range and then made a scatter plot. They made this
decision so that the distribution of the data could be easily seen:
“I think if I don’t filter by weight and height, the plot is going to
be messy with dots all around.” In another case, P26 noticed that
the scatter plot they created was “really skewed to the upper right
corner.” They tried to add filters to the visualized data in the hope
of zooming in on the visualization, but later realized that “the filter
could not change the axis, it was changing the data itself.”

With no way to adjust the axes in our current design, P24 brain-
stormed some ideas on how such a feature could look like: “I guess,
maybe either make it set to the area around the points, or have it

so that the user can move the graph around or set the boundaries
that they want to see.”

5.3 Perspectives
In this section, we describe several key perspectives that participants
expressed during the workshops, including PE1: Large datasets
are incomprehensible without computational support; PE2: Data
is shaped by human decisions; PE3: Data can be incomplete and
“messy”; PE4: Outliers can impact visualization and analysis; and
PE5: Data can be used to answer a range of questions.

5.3.1 PE1: Large datasets are incomprehensible without computa-
tional support. Participants were able to understand why computa-
tional methods are necessary with large datasets. Dataland offers
users the opportunity to think about how to approach and work
with large datasets. All but one participant in our workshop had
never worked with data on a scale of thousands of rows and mul-
tiple dimensions. When seeing the data table for the first time at
the beginning of the workshop, it was common for participants to
be surprised by the scale of the dataset. Many participants would
scroll through the data table in the hope of getting to the bottom
and seeing how many rows it contained. In other cases, both of P22
and P26’s first action towards the Missing Animal dataset was to
use Ctrl + F to find the keyword “Poodle,” before realizing that the
count might not work as the dataset might be too large to render:
“there will be just like too much to count the actual things by hand!”
3

Participants also reflected on the importance of slicing a large
dataset to increase the efficiency of their analysis. For example,
P22 noticed that their code took “forever” to categorize Poodles
compared to others, and later realized that they looped through all
breeds of dogs in the dataset instead of filtering out the Poodles
first.

5.3.2 PE2: Data is shaped by human decisions. Participants were
also able to speculate about how the datamight be collected and how
human decisions in the data collection process might impact and
shape the data. For example, P23 was aware that the Poodle dataset
was created by humans and commented that “someone is tracking
the dogs and this data is probably collected by shelters.” When
asked about how each column of the Poodle data was generated, P27
guessed the human activities involved in the process:“[for location,]
there might be a tag around the foot... For age, we can look at the
teeth. Other information was gathered from observations like color,
sex, etc.” P25 further speculated on issues that might occur in data
collection: “Data is registered by human and they might not enter
accurate information. For example, they may not be certain about
the breed of the dog.” These perspectives also influenced how the
participants approached and interpreted visualizations and analysis
results.

5.3.3 PE3: Data can be incomplete and “messy”. Participants were
able to recognize that there could be missing values and mistakes
in data and that they needed to make decisions on how to deal
with it. In the datasets used in the workshops, there were some
blank values or missing data. Some participants were able to notice
3To improve performance, Dataland renders only the visible part of the table at a given
point in time, thus making the Ctrl-F approach not work.
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this missing data when first scrolling through the data table and
expressed curiosity: “what do we do about missing data?” (P12)
We left it open-ended and let participants decide on their own
how to deal with missing data. Some participants, like P3 , created
programs to filter out the missing values; others, such as P10, kept
these missing values as “nulls” (our terminology) and included them
when making visualizations. P10 specifically created a bar plot that
counted the number of penguins on each island, and found that the
null values were plotted as zero. Initially thinking of it as a “bug”
in the visualization code, P10 were able to speculate on alternative
ways of dealing with null values in visualization.

5.3.4 PE4: Outliers can impact visualization and analysis. Partici-
pants were also able to understand what outliers were in the data,
pay attention to them, and reflect on the implications of the exis-
tence of these outliers. The storylines included tasks that guided
learners to look for outliers. For example, in the Penguin A story-
line, one of the tasks was to locate penguins with a “very flat” bill
(i.e., outliers in the ratio of length and width). Some participants,
like P14, were initially confused and asked “how do we know what
is flat [bills] and what is not flat? We need a definition!” (P14) After
plotting the bill length and width on a scatter plot, P14 were able
to see the shape of the data and successfully locate the outliers.
Participants also thought critically about outliers. For example, P24
critically questioned the data collection process after seeing some
extraordinary weight in the Poodle dataset: “The outliers are weird,
like they are doing it’s own thing over there”, and also guessed that
it was caused by human errors in data entry. P26 further thought
about how to best deal with outliers in analysis, making a plan to
filter out outliers to better visualize the data.

5.3.5 PE5: Data can be used to answer a range of questions. Our
final perspective addresses perhaps what the key aim of working
with data is, i.e., to answer questions and to recognize that many
different questions can be asked and answered with a dataset. In
the workshop activities that we designed, most questions were pre-
set by us. However, even in such a scenario, at least some of our
participants realized that the questions that can be answered go
beyond what we had provided. For example, P26 noticed that some
columns of the dataset were not used in the Poodle storyline and
came up with their own questions that they would like to answer
with the same dataset: “Is there a specific kind of doggy that are
more easily to get missing? Are there a location that they are more
likely to go? Are there things that makes them more likely to be
missing?” More generally, P4 reflected that “with datasets, you can
do so much stuff. You can categorize data in so much different
ways.” Participants also imagined new projects that they could do
with Dataland. Those projects represented topics that they were
interested in and relevant to their lives. Here are a few examples
that the participants came up with:

“It will probably be used mostly for like, at least in
my end, organizing stuff. I have a lot of stuff I need to
keep track of. So if you have a lot of Lego bricks, for
example, making sure that I know how many Lego
bricks I have, which kind.” (P3)

“Dataset can be used for getting information about
shoe sales. I can use it to gather information about
whether to buy or sell shoes” (P27)

However, we also observed some cases where young participants
were constrained by Dataland when imagining broader possibil-
ities of data. Since both of our storylines focused on finding lost
animals, when asked to imagine what other projects can be done
with Dataland, some young participants proposed projects very
similar to what we did in the workshop: “[maybe] someone lost
its way home... You need to solve how he should go home.[. . . ] [re-
searcher probed for what other data that they can imagine] Maybe
like rabbits, bunny, cat, dogs. . . ” (P2) This suggests that we may
need to provide more open-ended, exploratory activities along with
the necessary support to learners.

6 DISCUSSION
In this section, we synthesize our findings to (a) provide an initial
framework for studying and developing computational data literacy,
and (b) offer recommendations for designers of block-based data
programming systems for young learners.

6.1 A framework for studying and developing
computational data literacy

In §5, we build on [8] and describe a framework for computational
data literacy that involves understanding new concepts, adopting
new practices, and acquiring new perspectives through program-
ming with data. It is crucial to clarify here that we do not claim
that programming is the only pathway to these concepts, practices,
and perspectives. Rather, our findings demonstrate how scaffold-
ing learners to program with data can facilitate the acquisition of
these elements. Furthermore, many aspects of our framework are
not merely new additions, but ones that may require a shift from
pre-existing knowledge. For example, PR1 represents a shift from
using a combination of conditionals and loops—things that operate
on individual data points—to procedures that operate at the level of
a collection of data points. We hypothesize that this phenomenon
of the need to shift from pre-existing CT knowledge will also be evi-
dent in aspects of computational literacy that we have not explored
in this paper, such as the concept of vector operations with data.
Additionally, the concepts that we surfaced in §5.1 overlap with
and complement the list of competencies for children to reason
with data outlined in Rubin [42]. As several of this broader set of
concepts are traditionally recognized as key and challenging in
data science education, our findings indicate that children are able
to construct their own understandings of those concepts with a
system like Dataland. Several practices that we observed in our
workshops also echo the exploratory and iterative workflow of
professional data analysts [11, 27], and our findings provide an
unique perspective on how children can organically build up those
practices off their preexisting knowledge on programming and data.
Furthermore, several perspectives that we observed from our work-
shops speak to the calls for promoting critical data literacy among
children [32]. In particular, PE2, PE3, and PE4 address known per-
ceptual gaps about data that exist among children, such as whose
and what decisions are involved in data analysis [49].
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That said, we do not claim that these represent a comprehensive
view—our findings are ultimately mediated and limited by our
tool and pedagogical approach, such as limiting data structures
to simple scalar variables, or not supporting remixing, which has
been studied as a key practice for computational data literacy [56].
Similar limits also apply to the original framework by Brennan and
Resnick [8], who were largely informed by empirical evidence from
the Scratch programming language and online community. We offer
these additions to the framework as a starting point for scholars
and practitioners interested in computational data literacy, with
the hope that new tools and pedagogical approaches will develop
the framework even further.

6.2 Design implications for data programming
systems for youth

6.2.1 Building on advantages of block-based editing, but for data.
The design of data programming systems should support its user to
easily program and tinker with data. This echos the design principle
of “low floor” [41]. Our design of Dataland offers an example of
this principle in action. While it is already known that the visual
block-based language lowers the burden for learners to remember
the syntax of a programming language [3], for data in particular,
fixed drop-down menus with data column titles further lowered the
burden of memorizing and typing names. The shapes and snapping
interaction of visual blocks also provides hints on the compatibility
of different data operations. Furthermore, in Dataland, learners can
easily see the immediate result of their analysis programs to identify
and fix issues within the process. All these designs were crucial for
learners to construct their own understanding of unfamiliar data
concepts through tinkering and experiments.

6.2.2 Choosing and using black boxes carefully and intentionally.
Building on Resnick and Silverman’s [41] principle of “choosing
black boxes carefully,”, we saw it play out in specific ways for pro-
gramming with data. For example, we explicitly wanted learners
to know about filtering, and hence included a filter block, rather
than making learners implement equivalent functionality through
loops and conditionals. This type of design choice also echos the
design principle that learner-centered data analytic systems should
offer learning-centered scaffolds on specific concepts [15]. How-
ever, we did see instances where learners considered the use of
conditional blocks (§5.2.1) versus the filter block. This suggests
that the question of black boxes applies not just to the design phase,
but also to the learning or use phase, and it is possible to have a
useful discussion of when it might be useful for the learner to rely
on the black box, vs. when opening up the black box might make
sense.

6.2.3 Guidance and creativity. Finally, the design of data program-
ming systems for young people should provide learners with guid-
ance on how to approach data while leaving enough space for
creative explorations. Without adequate support, novices find it
difficult to explore a large dataset in a meaningful way [5, 55]. Echo-
ing prior design knowledge about supporting children to inquire
with data and expand their inquiries [54], in the design of Dataland,
we guided learners through a series of questions in storylines and
at the same time, we left the specific solutions open for participants

to figure out. Most participants found this arrangement to be effec-
tive as they did not have to start the analysis from scratch while
still having the agency to figure out specific implementations. But
some participants also commented that Dataland reminded them
of school assignments where they simply followed the instructions
and had limited space for innovation, citing that they could not
develop their own questions and analysis plan with the data. This
type of functional fixation is a limitation in our design, and echos
other studies on children’s learning of computational concepts in
constructionist systems [9]. Another limitation of our paper is that
our study does not fully address the broader social and cultural
contexts of data and data literacy, as called for by Lee et al. [32]
on humanistic approaches to data science education. We call for
future designs to consider these issues and explore ways to provide
learners with sufficient guidance while encouraging them to form
and answer questions with data in their own contexts.

7 CONCLUSION
In this paper, we presented Dataland, a visual block-based pro-
gramming system designed to promote youth computational data
literacy. Having 27 children tried out our system to process, ana-
lyze, and visualize data in our workshops, we uncovered a series
of concepts, practices, and perspectives that emerged from their
engagement with data. Building on prior work, we contribute a
taxonomy that describes computational data literacy along those
aspects and a series of recommendations for future designers of
systems to support the development of computational data liter-
acy. We hope that our work will contribute to empowering young
people to learn with and about data in powerful new ways.
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8 SELECTION AND PARTICIPATION OF
CHILDREN

Our research protocol was approved by the Institutional Review
Board (IRB) that reviews and oversees human subjects research
in our institution. Parental consent and participant assent were
obtained for every participant. Assent forms were written using an
age-appropriate language. Consent and assent forms were approved
by our IRB prior to the study.

8.1 Information about the participants and
recruitment

We recruited participants through social media posts, email lists
of local educators, our own personal and professional contacts,
etc., which resulted in 27 participants, all under 18 years old. In
the first 4 workshops (May and June), we set the age range to be
8 to 17 years old. After noticing that at least one of the younger
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participants had trouble understanding some of the concepts being
covered and potentially needing a different storyline tailored for
their age group, in the remaining 3 (November) workshops, we
further constrained the age range to 12 to 17 years old. We did not
collect gender identities of the participants.

We had participants with a diverse range of experience in pro-
gramming and mathematics. We had a total of 15 participants with
experience in Scratch. 10 participants had experience with a text-
based programming language such as Python, Java, and JavaScript.
Two participants had taken the high school AP computer science
course, and three participants had taken other computer program-
ming courses. One participant did not have prior programming
experience. Most participants had taken basic middle school and
high school level mathematics classes such as Pre Calculus. Two par-
ticipants had taken the advanced high school AP Statistics course.
One participant had taken a college-level introductory data science
class.

8.2 Participation in Dataland workshops.
All participants participated in at least one Dataland workshop. In
all workshops, participants were explained what a research project
is and were informed that all participation was voluntary. Before
the start of each workshop, participants were given a randomly
generated username and password pair to log into the Dataland
system, as well as tutorial videos and handouts to familiarize partic-
ipants with the programming environment. Each workshop started
with an introduction to the Dataland system, the datasets, and the
system. After the introduction, participants were instructed to in-
teract with the Dataland system and follow a storyline to conduct
data analysis and visualization. Participants were asked to follow
the storyline and complete as many tasks in the storyline as they
could at their own pace. Participants were advised to take a break
every 35 minutes.

Each workshop was facilitated by members of the research team.
During the workshop, facilitators would walk around the room,
answering questions and offering help. For the sessions with low
attendance (e.g., the workshop sessions with 1 or 2 participants), the
facilitators would sit next to the participants and answer questions
by request. In all workshops, the facilitators would also observe
and take field notes on how the participants approached the tasks
and engaged with the system, asking them about the decisions
they made, their thoughts on certain parts of the analysis, and any
challenges they encountered.

At the end of the workshop, participants were offered an optional
interview with a facilitator, where the interview questions focused
on the overall experiences of the participants with Dataland, their
reflection on the process of working with data, and any feedback
and advice they had on improving Dataland. Participants were also
asked about their previous experiences with programming and
mathematics in other contexts (e.g., at school), and how working
with Dataland compared with those previous experiences.
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